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Abstract: Healthcare costs and the increased demand for services especially during corona pandemic time we are facing lot of havoc which 

requires us to use healthcare resources and hospitalization of patients more efficiently. Static resource requirements and stay duration makes 

the care delivery process less efficient. We can create dynamic system by classifying patients into similar clusters by predicting stay. 

Developed a classification model to classify patients into various clusters of stay by using e-patients’ record. There are various statistical 

tools for classification and prediction. However, classification and regression tree (CART) analysis is a more suitable method for analyzing 

healthcare data. We found that the CART analysis is also useful for determining the patient attributes that can explain the variability in 

resource requirements. Furthermore, we can predict the stay duration of patients based on certain factors, such as the age, the admission 

point, severity, emergency type and the disease type. 
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I. INTRODUCTION 

Healthcare demand is growing in several countries across the world. In General, the healthcare system comprises a mix of 

private and public organizations, such as hospitals, clinics, and aged care facilities. These healthcare systemsare quite 

affordable and accessible[1]. However, soaring healthcare costs and growing demand for services are increasing the pressure 

on the sustainability of the government-funded healthcare system. To be sustainable, we need to be more efficient in delivering 

healthcare services[2].  

We can schedule the care delivery process optimally and subsequently improve the efficiency of the system if demand for 

services is well known. However, there is a randomness in demand for services, and it is a cause of inefficiency in the 

healthcare delivery process. It is possible to design a deterministic system optimally to achieve a very high, ≥ 90%, utilization 

of the available resources. However, in a system with intrinsic randomness[3], improving the resource utilization diminishes 

the quality of services. For example, if we operate an intensive care unit (ICU) at a very high, ≥ 85%, occupancy level, we may 

need to refuse admissions frequently because of a capacity shortage. To manage healthcare facilities efficiently, we need to 

minimize the effect of the randomness in demand for services on the efficiency of the system.  

The random arrival time and the uncertainty in resource requirements of each individual are the sources of variability in 

demand for services. In hospitals, resources are bundled together, and medical professionals work in teams. A patient’s 

resource consumption is measured by one’s length of stay (LoS) at various care steps, such as the LoS in the General ward, the 

LoS in a surgical ward, and one’s surgery duration. Therefore, the variability in resource requirements can be approximated by 

the variability in LoS. Moreover, in the case of elective operations, patients’ arrival times are scheduled by the hospital 

administration. The remaining source of variability in the elective patient flow process is the randomness in LoS. We can 

manage a surgical suite more efficiently if we can predict patients’ LoS accurately[3].  

The prediction of stay duration for the distinct wards allows for effective management of the patients, the categorization[4] of 

patients into three types on the basis of ward type indirectly reduces the overload from the occupancy in the ward. Maintaining 
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a single ward for all patients is complicated, there must be a catalogue which must be maintained for all the patients to keep 

track of their types and the resources required as per each patient. Hence, it is optimal to maintain separate wards for different 

patients as per their requirement. This allows for effective understanding of the resource requirements of the patients and 

reduces the load as well. Furthermore, it allows us to maintain a separate catalogue for each patient. This Los is based on 

certain factors like age, severity, emergency type, disease type etc. It can also be used to schedule the admissions and conduct 

appointments.  

II. LITERATURE SURVEY 

The random arrival time and the uncertainty in resource requirements of each individual are the sources of variability in 

demand for services[1]. In hospitals[13], resources are bundled together, and medical professionals work in teams. A patient’s 

resource consumption is measured by one’s length of stay (LoS) at various care steps, such as the LoS in the general ward, the 

LoS in a surgical ward, and one’s surgery duration[2][5]. Therefore, the variability in resource requirements can be 

approximated by the variability in LoS. Moreover, in the case of elective operations, patients’ arrival times are scheduled by 

the hospital administration. The remaining source of variability in the elective patient flow process is the randomness in LoS, 

the variability in length of stay reduces the overall efficiency. Hence, we can manage a surgical suite more efficiently if we can 

predict patients’ LoS accurately. 

Previously there is no Model to predict the Length of Stay of patients. So, we implemented the Machine Learning Model to 

predict LOS of patients.Lots of resources are wasted for the Hospital Management. By using supervised Machine learning 

techniques, the predictions are based on the training sample containing joint observations of dependent and independent 

variables. Statistical techniques such as multivariate regression analysis, decision tree analysis or classification and regression 

tree (CART)[6] analysis, Naïve Bayes Analysis,Random Forest analysis are some of the commonly used classification 

techniques.This provides an advantage since predictions are made by applying the Machine learning Techniques. By predicting 

the LOS of patients when they admitted in Hospital, there is no chance in wastage of resources and it is very helpful for the 

hospital management to use the resources optimally. 

2.1. System Working 

The system works on the concept of supervised learning[7], the model is trained with the training dataset. The test dataset is 

used of accuracy analysis and testing, similarly the input of the user acts as a basis to the model for classification and 

regression analysis[8]. The CART algorithms predict the patient’s disease and the stay duration (Los). The System 

Architecture can be seen in fig 2.1 

 

 

 

 

 

 

 

 

Fig 2.1 System Architecture 

2.2 Algorithms 

Decision Tree Algorithm 

Decision Trees are a type of Supervised Machine Learning[9] where the data is continuously split according to a certain 

parameter. The tree can be explained by two entities, namely decision nodes and leaves. The leaves are the decisions or the 

final outcomes and the decision nodes are where the data is split. There are two main types of Decision Trees 
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 Classification trees (Yes/No types) 

 Regression trees (Continuous data types) 

There are many algorithms out there which construct Decision Trees, but one of the best is called as ID3 Algorithm. ID3 

Stands for Iterative Dichotomiser3[10].Entropy, also called as Shannon Entropy is denoted by H(S) for a finite set S, is the 

measure of the amount of uncertainty or randomness in data. 

 

Intuitively, it tells us about the predictability of a certain event. Information Gain is also called as Kullback-Leibler 

divergence[11] denoted by IG (S, A) for a set S is the effective change in entropy after deciding on a particular attribute A. It 

measures the relative change in entropy with respect to the independent variables 

 

where IG(S, A) is the information gain by applying feature A. H(S) is the Entropy of the entire set, while the second term 

calculates the Entropy after applying the feature A, where P(x) is the probability of event x.  

Random Forest Algorithm 

Random Forest is a popular machine learning algorithm that belongs to the supervised learning technique. It can be used for 

both Classification and Regression problems in ML. It is based on the concept of ensemble learning[9], which is a process 

of combining multiple classifiers to solve a complex problem and to improve the performance of the model. 

As the name suggests, "Random Forest[10] is a classifier that contains a number of decision trees on various subsets of the 

given dataset and takes the average to improve the predictive accuracy of that dataset." Instead of relying on one decision 

tree, the random forest takes the prediction from each tree and based on the majority votes of predictions, and it predicts the 

final output.The greater number of trees in the forest leads to higher accuracy and prevents the problem of overfitting. 

Naïve Bayes Algorithm 

Naïve Bayes algorithm is a supervised learning algorithm, which is based on Bayes theorem and used for solving classification 

problems.It is mainly used in text classification that includes a high-dimensional training dataset.Naïve Bayes Classifier[8] is 

one of the simple and most effective Classification algorithms which helps in building the fast machine learning models that 

can make quick predictions.It is a probabilistic classifier, which means it predicts on the basis of the probability of an 

object.Some popular types of Naïve Bayes Algorithms are  

Optimal Naive Bayes 

This classifier chooses the class that has the greatest a posteriori probability of occurrence (maximum a posteriori estimation, 

or MAP)[7]. As follows from the name, it really is optimal but going through all possible options is rather slow and time-

consuming. 

Gaussian Naive Bayes 

Gaussian Bayes is based on Gaussian [9], or normal distribution. It significantly speeds up the search and, under some non-

strict conditions, the error is only two times higher than in Optimal Bayes (that’s good!). 

Multinomial Naive Bayes 

It is usually applied to document [12] classification problems. It bases its decisions on discrete features (integers), for example, 

on the frequency of the words present in the document. 

Bernoulli Naive Bayes 

Bernoulli is similar to the previous type but the predictors are Boolean variables[12]. Therefore, the parameters used to predict 

the class variable can only have yes or no values, for example, if a word occurs in the text or not. 
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III. MODULES INCORPORATED DURING IMPLEMENTATION 

Supervised Classification (Data Set) 

Supervised learning algorithms [5] have been applied on the test data and the output obtained is compared with the actual 

output. 

Pandas: A panda is an open source [7], BSD-licensed library providing high-performance, easy-to-use data structures and data 

analysis tools for the Python programming language. 

Numpy: NumPy is a general-purpose array-processing package[6]. It provides a high-performance multidimensional array 

object, and tools for working with these arrays. It is the fundamental package for scientific computing with Python. 

Tkinter:Tkinter is the standard GUI library for Python. Python when combined with Tkinter provides a fast and easy way to 

create GUI applications. Tkinter[8] provides a powerful object-oriented interface to the Tk GUI toolkit. 

Scikit-learn: Scikit-learn is a free machine learning library[4] for Python. It features various algorithms like support vector 

machine, random forests, and k-neighbors, and it also supports Python numerical and scientific libraries like NumPy and 

SciPy. 

IV. IMPLEMENTATION AND WORKING PROCESS 

4.1 Main Technologies in implementation  

Python: Python is an interpreter, object-oriented, high-level programming language with dynamic semantics. Its high-level 

built-in data structures, combined with dynamic typing and dynamic binding, make it very attractive for Rapid Application 

Development[12], as well as for use as a scripting or glue language to connect existing components together. Python's syntax 

emphasizes readability and therefore reduces the cost of program maintenance. Python supports modules and packages, which 

encourages program modularity and code reuse. 

4.2 Working Process 

The Model works on the basis of CART algorithms, these algorithms are found with in the built-in module of python 

“sklearn”. With the incorporation of this algorithms, the dataset[14] can be identified and utilized to predict the disease type as 

well as the length of stay. The “Tkinter” module that is used for GUI provides a convenient interface to the user. The User can 

input certain factor which acts as an input to the algorithms to give a specific outcome. The Disease is selected from the most 

precise outcome of three different algorithms (Decision Tree, Random Forest, Naïve Bayes) The Fig 4.2.1 illustrates the 

algorithm’s interface. 

 

Fig 4.2.1 Prediction of Disease and Los 

Determining the Los further enables us to better manage the occupancy of the patients in the various distinct wards. The model 

encompasses the distinct wards[13], they include the general ward, surgical ward and the individual rooms (Single Patient). 

The occupancy is effectively Utilized with the patients being specific to their wards. For example, the fig 4.2.2 displays the 

patients admitted in the general ward, these patients have uncommon Los. The Los of is essential in managing the resource 

allocation for the patients. 
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Fig 4.2.2 General Ward Patients’ Los 

The Model also provides a set of operations, these operations are used to train the model further in case of variability in 

patients stay, this further improves the model and it becomes more accurate in predicting the stay of the patients. This prevents 

overload in the occupancy and the resources utilized will be optimal. 

  

 
 

CONCLUSION AND FUTURE SCOPE 

The main aim of this project is to reduce the uncertainty in patients’ resource requirements and stay duration. By developing 

classification and prediction models, we can lower the variability in the demand with the help of an electronic database. 

Determining the patients Length of Stay helps us to reduce the overload on the occupancy level in the distinct wards. The 

CART method groups and clusters non-identical patients on the basis of ward types. Additionally, it classifies the diseases and 

predicts the most precise outcome the patient might be suffering from based on the analysis of the symptoms. The Prediction 

Model accurately predicts the stay duration of the patients by taking certain factors as input such as age, disease type, severity, 
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emergency type etc. In conclusion,this Los can be used to effectively manage the occupancy of the patients and utilize the 

resources optimally. 

For the future work, the CART models could be further modified and enhanced to classify more precisely. The prediction 

model only predicts from an existing electronic database; hence, the model can be developed and trained to dynamically 

predict the stay duration and improve the overall variability and uncertainty in resource allocation. Furthermore, investigation 

can be done to improve the overall model and optimize more effectively. 
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